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Outline of Talk
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� SKA Overview

� GALFACTS - example of ‘new-style’ survey

� CyberSKA

� CANARIE

� CyberSKA Requirements

� CyberSKA Solutions

� Social Networking

� Visualization

� Data Management

� 3rd Party Applications

� Next Steps



SKA Science Goals
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SKA Technical Requirements
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Obligatory SKA Site Simulation
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� Who’s driving that vehicle? RTS? PED?



Motivation for CyberSKA
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� Most SKA key science goals will be achieved via large-scale survey type observing programs

� Very high data rates and volumes

� Complex multi-purpose processing and analysis

� Executed by globally distributed teams of researchers

� Drives the need for cyber-infrastructure solutions for

� Collaboration tools

� Data storage, management and distribution methods

� Distributed data processing, analysis and visualization



Radio Imaging Survey Data Rates
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GALFACTS: The G-ALFA Continuum Transit Survey
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� GALFACTS - example of a ‘new-style’ survey with data that you cannot reduce on your laptop

� GALFACTS Data Rate

� 7 beams, 2 bands, 4 Stokes, 4098 channels per band gives 460 MB / sec

� 6.5 hrs per night gives 10.5 TB

� Near real-time processing at Arecibo

� high time resolution, low spectral resolution (HTLS) 1.5 TB / day

� low time resolution, high spectral resolution (LTHS) 53 GB / day

� these data sets transferred to University of Calgary

� For 28 night observing session

� HTLS 40 TB

� LTHS 1.5 TB

� Total observing time for project - 1800 hours

� correlator produces 2.9 PB

� 250 TB transferred to Calgary



GALFACTS Beam Pattern
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GALFACTS Scan Pattern
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GALFACTS Data processing Pipeline
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CyberSKA Overview
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� An initiative to develop a scalable and distributed infrastructure platform to meet evolving
science needs of the SKA

� Led by the University of Calgary (Russ Taylor - project lead) with several partner institutions
(currently) from North America

� Canadian funding for CyberSka provided by CANARIE as part of their Network Enabled
Platforms (NEP) program, and Cybera

� NEP funding two Canadian Astronomy-related programs

� CyberSKA - led by University of Calgary

� CANFAR (Canadian Advanced Network for Astronomical Research) - led by University
of Victoria

� Cybera - Alberta Cyberinfrastructure for Innovation

� Start by establishing cyberinfrastructure to support current large-scale astrophysical data
needs generated by GALFACTS, PALFA and other high data volume SKA Pathfinder projects.



CANARIE
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� CANARIE - Canada’s Advanced Research and Innovation Network

� 98% of CANARIE’s funding goes toward improving the effectiveness of research in Canada

� Network capacity improvements and new services

� Programs to simplify researcher access

� Support for provincial partner networks

� major funding of its programs and activities provided by the Government of Canada

� Annual cost about 25 million dollars

� Underpins $3.5 billion spent per year on research in Canadian universities and government
labs

� 10 billion bits per second across the core network

� 100 billion bits per second in key corridors



Network-enabled Platforms (NEP)
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� This program provides funding for the ICT infrastructure needs of each research community
and provides for the development of such things as:

� Web portals aggregating large data sets

� Sophisticated software tools for modelling and visualization

� Sophisticated software tools enabling collaboration

� Goals

� Accelerate development and implementation of research platforms

� Facilitate collaboration

� Increase International Connectedness

� 20 NEP research domains including Transportation, High Energy Physics, Ocean Science,
Space Science, Health Science



CANARIE and CyberSKA Sites
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CyberSKA Experience/Background
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� Leverage knowledge and experience of the Grid Research Centre at the University of Calgary, IBM, and a large
technical team

� Adapt, customize and extend technologies used by GeoChronos (http://geochromos.org) - another CANARIE NEP
funded project

� Platform developed by the Grid Research Centre

� Enables Earth observation scientists to access and share data and applications and collaborate more
effectively.

� Employs social networking, cloud computing and data management technologies

� Make use of other existing tools and technologies where possible



Requirements for CyberSKA Platform

Aveiro Portugal 2011 – 18 / 37

� Distributed and transparent

� Provide transparent access to distributed data, computing resources and services

� Scalable

� Must scale to support increasing data and processing needs

� Deployable

� Different sites should be able to deploy developed tools and participate in CyberSKA relatively easily.

� Heterogeneous

� Provide a framework to enable interaction with different types of data, computing resources and services and
to add/execute different processing algorithms and workflows.

� Automated

� Automation and dynamic reconfiguration of services and data workflows in response to user demand,
changing user objectives, available data and resource availability



Requirements II
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� Web-enabled

� Web-based platform that users can access from anywhere with Internet access

� Collaborative

� Enable international/distributed teams to collaborate and communicate effectively

� Interactive

� Enable on-line interactive visualization of data

� Auditable

� Be able to track where data has come from and processes applied to it (data provenance)

� Interoperable

� Compliant with existing standards such as the Virtual Observatory (VOE)



System Context Model
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System Context Model II
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� Radio Telescopes (Arecibo, EVLA, ASKAP, SKA)

� Raw telescope data, monitoring data, control messages and commands

� Owner - Telescope providers

� Remote CyberSKA Sites

� Raw and processed data transferred between sites, user access, virtual machines, system services,
collaboration services

� Owner - Cyber SKA community

� Other Data Providers

� Content not defined yet. CyberSKA will provide a series of APIs and utilities to allow for integration of other
data providers

� Owner - various sources

� Web Services

� Method calls to execute defined services

� Owner - CyberSKA community



System Context Model III
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� technical and administrative staff

� Applications, services, documents, Web pages, profiles, discussions, messages, publications, events and
many other resources

� Owner - Cyber SKA community

� Domain scientists (astronomers, physicists)

� Raw and processed data, documents, Web pages, profiles, discussions, messages, publications, events, and
many other resources

� Owner - individual researchers and teams

� Third Party Applications / Services

� Links and interfaces to tools and applications provided outside of the standard CyberSKA site. Applications
may be hosted outside of CyberSKA site or may be hosted on CyberSKA resources. These applications are
maintained and managed separately from CyberSKA regardless of where they are stored.

� Owner - various sources

� Educators, students and general public

� Information, crowd sourcing (identification of pulsars and extragalactic radio sources)

� Owner - individuals and schools



High Level Architecture
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High Level Architecture II
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� The core of CyberSKA is cloud based. Virtual machines are created and removed based on user and application
needs

� A site may also have high performance computing or other specialized services that are not as well suited to
vitalization.

� Collaboration and social networking are deployed outside of the core CyberSKA sites.

� This allows greater flexibility and ease in adding new sites while providing a single portal to access all of
CyberSKA

� Access to the CyberSKA data and functionality is primarily through the web services layer.

� A common services definition allows new sites to join CyberSKA relatively easily while providing a common
experience to all users



Solution - Use Social Networking

Aveiro Portugal 2011 – 25 / 37

� Can enhance collaboration capabilities around data and applications

� Facebook for Scientists

� Facebook analogy

� Platform dealing with large scale in terms of users, data and applications

� more than 500 millions users, of whom about 50% log on to Facebook on any
given day

� more than 30 billion pieces of content shared each month

� more than 550 thousand applications on Facebook platform



Solutions - Collaboration
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� Portal built on top of the Elgg open source social networking platform

� Provides many facebook-like features including tags, bookmarks, profiles, blogs, wikis, contacts, groups,
document sharing, discussions, messaging, calendars, status, activity feeds



Collaboration
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Solutions - Visualization
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� On-line visualization of multi-dimensional FITS files

� Supports interactive panning and zooming, histogram correction, colour map adjustments, display of pixel
data value, region statistics, multiple coordinate systems, grids, selection of frame for multi-dimensional
images, 2D Gaussian fitting, permalink, screenshots



Visualization
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Visualization
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Solutions - Data
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� Access/download data for selected parameters and region of interest

� Requested data generated in virtualized Condor pool on server side



Solutions - Data II
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� Distributed data management service

� Built on iRODS (Integrated Rule-Oriented Data System)

� Used PostgreSQL database for image metadata (spatial, temporal, and spectral queries supported)

� Supports mosaicing, plane extraction, compression and staging of images returned by query

� Details in talk by Venkat Mahadevan



Solutions - Applications
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� API for integrating third party / remotely hosted applications

� Single sign-on to applications enabled using OAuth



CyberSKA Portal Usage
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� 140+ members from around the world

� 20+ groups - GALFACTS, PALFA, EVLA, GMRT, CASA Users, etc



Next Steps
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� Infrastructure

� Set up cloud computing environments and key services at each site

� Collaboration

� Refinement and development of collaboration features based on user feedback

� Data Management

� Expansion of distributed data management system to other sites

� Better integration of data management system with other CyberSka tools and services

� Visualization

� Provide server side support and improve scalability



Next Steps II
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� Data Processing

� Establish dynamic batch-based processing and interactive service environments on
cloud platform

� Establish framework for adding and integrating different processing algorithms and
workflows

� Applications

� Extension of third-party application API to enable two-way interaction between portal
and applications (i.e. pull data/information from portal, push news feeds to portal based
on application activities)



Contact Information and Acknowledgements
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� Portal: http://www.cyberska.org

� e-mail: info@cyberska.org

� Acknowledgements

� Russ Taylor - project Principal Investigator

� Cameron Kiddle - technical coordinator

� Olivier Eymere - IT Architect (IBM)

� CyberSKA project team
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