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The Long-Haul Fibre Links Location, Location, Location 
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The Land “Down-Under” 
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Shire of Murchison 
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The Murchison Radio Observatory (MRO) 
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The Long-Haul Fibre Links The Long-Haul Fibre Links 
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Fibre Network 

•  ASKAP is constructing a fibre link between Geraldton and the 
MRO: 

•  only about 4km of fibre left to be installed (entire link is about 
390km of cable), 

•  CSIRO has contracted AARNet to manage the build process with 
CCTS (based on the NSW Central Coast) doing the actual 
construction work. 

•  Three re-amplification sites (CEVs) required: 
•  Mullewa, 
•  Yuin station, 
•  Murgoo station. 

•  Single fibre type: 
•  Corning G.652 ULL (Ultra Low-Loss) 

•  Core count: 
•  Geraldton – Mullewa: 72 core 
•  Mullewa – Yuin – Murgoo – MRO: 48 core 
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The Fibre Route 

CSIRO: ASKAP Team Meeting, December 2010 



The Network(s) 

•  There are TWO wide-area networks. 
•  Long-Haul High-Bandwidth: 

•  MRO to Pawsey Supercomputing Centre, 
•  DWDM (nominal 80 channels/fibre pair in C-band), 
•  carrier-class transmission equipment, 
•  n × 40Gbit/s per λ, 
•  client-side connections will be 10Gbit/s Ethernet, 
•  only amplification required. 

• MRO – Geraldton “Christmas-Tree Lights” Network: 
•  will be the first network implemented, 
•  COTS equipment (transceivers and metro-Ethernet switches), 
•  2 × 1Gbit/s (on two fibre pairs), 
•  O-E-O (regeneration) at each CEV using Ethernet switches, 
•  allows monitor and control and access to the network at each CEV, 
•  backhaul for the homesteads. 
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The “Christmas-Tree Lights” Network 
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What about Geraldton to Perth… 

•  ASKAP is not funded to build or light this segment: 
•  Federal Government RBBS programme has recently completed the 

installation of fibre between Perth and Geraldton. 
•  CSIRO and AARNet have designed a network that will realise a 

contiguous DWDM-based high-bandwidth network between the 
MRO and Pawsey Centre: 

•  Terminals: MRO and Pawsey Centre 
•  ROADMs: Geraldton and Perth 
 

•  Need to ensure scalability as we need to take into account 
other experiments at the MRO, including the MWA, which is 
looking at around 80Gbit/s from the MRO to the Pawsey 
Centre: 

•  succesfully modeled a full 80 × 40Gbit/s system from MRO to the 
Pawsey Centre – could build it today but … 
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Optical Network Design 
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The Long-Haul Fibre Links Construction 
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Zero-Tension Plough 
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It’s a long way to… 



Heading Off Into the Distance… 
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It’s Blue! 
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Pit Stop 



Home Away from Home… 



The Long-Haul Fibre Links Testing and Verification 
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Standard Requirements 

• Methodology follows standard Telecommunications 
Infrastructure techniques: 

•  final “as-built” diagrams: 
•  route, 
•  pits and joints, 
•  marker posts etc 

•  location of joints and details of cable length between joints, 
•  two-way insertion loss (IL) measurements for each core, 
•  two-way OTDR measurements at three wavelengths for each core: 

•  1310nm, 
•  1550nm, 
•  1625nm. 

•  Verified jointly by AARNet and CSIRO: 
•  walk the route, to inspect restoration work and pits, 
•  two-way IL and OTDR. 
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“As-Built”: Route through Boolardy Homestead 
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Sample OTDR Traces 
NetTest  NetWorks/OTDR - Version 3.0a

Date: 02/10/11       Time: 10:18 AM
NetTest  NetWorks/OTDR - Version 3.0a

Date: 02/10/11       Time: 10:18 AM
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Analysis Results -- YUIMUR500 (24).TRC
______________________________________

Feature  Location   Event-Event    Loss       Refl
#/Type     (km)     (dB)(dB/Km)    (dB)       (dB)
____________________________________________________
 1/R      1.0010   0.18  0.178     1.03     -49.93 
 2/E     86.8346  14.29  0.167    >3.00     -58.98 

Overall (End-to-End) Loss: 15.49 dB

Analysis Results -- YUIMUR500 (25).TRC
______________________________________

Feature  Location   Event-Event    Loss       Refl
#/Type     (km)     (dB)(dB/Km)    (dB)       (dB)
____________________________________________________
 1/R      1.0010   0.18  0.180     0.88     -46.42 
 2/E     86.9489  14.59  0.170    >3.00       N/A  

Overall (End-to-End) Loss: 15.65 dB

CSIRO: ICT VLBI to SKA, Aveiro, Portugal, May 2011 



Results 

• G.652 ULL fibre results very encouraging: 
•  Yuin-Murgo (85.6km):  0.168dB/km at 1550nm (12 splices) 
•  Murgoo-MRO (92.6km):  0.170dB/km at 1550nm (12 splices) 

• OTDR as expected: 
•  optimal fibre performance is at 1550nm (note choice of CWDM 

wavelengths for the “Christmas-Tree Lights” network), 
•  not surprisingly, standard G.652 has relatively poor performance at 

1310nm. 

• Own testing is VERY important: 
•  on the first segment tested, one broken fibre was found at the first 

joint: 
•  having good documentation was essential, 
•  reported to the contractor and fixed immediately so we could re-test the 

following day. 
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Independent Verification 
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The Long-Haul Fibre Links The MRO Site Network 
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ASKAP System and Data Flow 
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MRO Site Network Considerations 

•  The network core will consist of a large chassis-based switch 
with scalable switching fabric capacity to Tbit/s. 

•  Need to consider carefully over-subscription: 
•  most equipment has some over-subscription, 
•  need to understand the data flows (sustained and peak) to ensure 

no data loss (mainly UDP): 
•  each 1Gbit/s port can produce about 800Mbit/s of data. 

• Will used a scaled-down system for BETA until the MRO 
Central Site building is completed. 

•  Need to consider client-side connections and I/O at each end. 
•  Think about “performance” versus “services”. 
•  Each antenna will have a dedicated switch in the pedestal. 
•  Virtual LANs to segment (and secure) classes of traffic: 

•  data versus monitor and control 
•  standard production and visitor connectivity 
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The ASKAP BETA Network 
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Note: Beamformer – Correlator Data is via a direct non-Ethernet connection between ATCA chassis 



ASKAP Computing Requirements 
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The Long-Haul Fibre Links Conclusion 
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Some Other (Random) Thoughts… 

•  Transceiver and connector “hell”: 
•  1Gbit/s: GBIC, SFP: world has converged on SFP, 
•  10Gbit/s: XENPAK, XFP, X2 and SFP+: not all media types 

available in all physical packages (e.g. LX4 and LRM), 
•  ST, FC, SC, SCA, LC, LCA, E2000, SMA, … : minimise if possible. 

•  Fibre types: 
•  Multimode: 

•  OM1 and OM3 common, 
•  OM4 has now been standardised. 

•  Singlemode: 
•  patch leads and the like much easier, 
•  active equipment more expensive (LASERs over VCSEL or LEDs). 

• Optical Power Monitoring: 
•  transmission equipment usually very good, 
•  LAN equipment typically poor but improving, 
•  transceivers need to support this as well. 
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Contact Us 
Phone: 1300 363 400 or +61 3 9545 2176 

Email: enquiries@csiro.au  Web: www.csiro.au 

Thank you 

CSIRO Astronomy and Space Science 
Dr Shaun W Amy 
Project Leader, ASKAP Networking 
Manager, ATNF Computing Infrastructure Group 
Data Transmission Specialist 
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