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Abstract — This paper describes a fast and efficient method to
detect out-of-vocabulary words and compute confidence
measures in a command-based speech recognition system. The
method uses a phone-loop model to reect out-of-vocabulary
words and a filler model to compute a confidence measure for
each accepted word present in the recognizer output. Tests with
this method show that it achieves a good trade-off between false-
acceptance versus false-rgection rate. The system runs in real

In this paper we propose a fast and efficient nebthm
detect OOV words and compute confidence measuresdba
on a filler model and a generic model made out lofnes
models as described in the following section.

This paper is organized as follows: section Iladirces our
confidence measures algorithm; section Il deseriltlee
speech recognition system and database used: rsdtftio
presents experiments and results and finally sectb

time in a platform with low computational resources and presents our conclusions.

operates in noisy environment conditions (industrial
environments and inside vehicles).
Il. CONFIDENCEMEASURES
I. INTRODUCTION The speech recognition system used in this worla is

command recognizer, and then a grammar is defimed t
restrict recognizer words - the sequence of commsiand
Therefore, if an utterance contains OOV words, dheoder
will always return a word sequence according todaéned
grammar. A Voice Activity Detector (VAD) system &so
used in our system to detect utterances boundamnigsestrict
the number of observations sent to the decodeaddition,
garbage models were used to eliminate clicks armit sh
noises.

After the decoding process we have a word sequdrate
must be validated. The confidence measures canrbputed
at various levels, e.g., sentence, word, or phewell In our
case, it is more adequate to use word-level messanel then
the word boundaries defined by decoder are notggdhn

For each word to validate, we need first to dedfdehis

A reliable measure of confidence in the output apaech
recognizer is an essential task in real-world speec
recognition applications. Confidence measures can
employed for detecting possible errors due to dut-o
vocabulary (OOV) words or confusions between votaiyu
words caused by noise or unclear pronunciationthbse
cases the recognition system should reject OOVazsidn a
confidence measure for the accepted words.

Previous works on confidence measures can be fitakssi
three types: a) feature based; b) posterior préibabiased
and c) hypothesis testing. Feature based confidemesures
use one or more features computed in the decodoaepses
e.g., log-likelihoods, word duration or word graghnsity.
The work presented in [1] illustrates this approacing

normalized log-likelihood scores to detect OOV. tBaer o )
probability based confidence measures try to estintae word was really uttered or if it could be an OOW arder to
accept or reject it. If the word is accepted, afidemce

probability of the word sequence given the acoustic ;
observationsP(WX), using word-graphs, as proposed in [2], measure is then computed.
[3] and [4]. Hypothesis testing formulates the ddefice
measure problem as a statistical hypothesis tesfiims
approach is used in [5] and [6]. A likelihood rat®taken
between the word likelihood score and another sfrora an
alternative hypothesis, usually taken from a modefiller
(background model), a specific “anti-model” or anmeting
model, as in the case of the present paper.

A. Phone-Loop Model

To decide whether a given word is an OOV or not, a
generic model is used to supply a comparison térhis
model is defined in terms of the phone grammar simthe
Figure 1. We call this model Phone-Loop-Model (PL€Mhis

This work describe an implementation of confidencemodel is used after the decoding process to compute

measures in a command based speech recognizemganki Ilkel|hqod score. This .score Serve ) as a normatigali
specific embedded hardware and therefore with didnit codficient to compare with the recognized word scoriee T

computational resources. This restriction prevestsg many ~ S@me observations associated with the recognized ware
proposed solutions. For example, in a previous wagkhave ~ US€d to compute likelihood of the PML model (Viterb
found word-graphs very reliable [7], however we ot alignment). As there are no restrictions in the mgho

consider it here because it would practically cugié our ~Seduence, any word can be adequately modelled. A
system response time. vocabulary word model would produce similar likeldd as

the PML model. However, an OOV should produce very



different likelihoods. Thus, a likelihood ratio caassess command model is defined by three different waykole-
whether or not an OOV word occur. A similar ideppléed to  word models, a sequence of phone models (mono-ghamne
utterance verification, is presented in [8]. a sequence of right-left context phone modelspttones). To

increase the system robustness a modified Advakceqt-
mono-phone 1

End ETSI standard for Distributed Speech Recognii®
mono-phone 2

used as well as robust voice activity detection [9]

A ¥ B. Database
) The Tecnovoz corpus has 232,000 Portuguese utgsanc
(around 11,040 minutes) with 254 commands and 408
phrases. For model training and testing only contman
utterances with signal-to-noise ratio (SNR) higtieen 15 dB

) - were used, resulting in 137,237 utterances as slimowable
Fig. 1. Unconstrained phones grammar .

mono-phone n

Table |
Instead ?f datlik?g](g?/d rago, we us'eo,l as %ﬂ‘]:;ﬁmf;m Database command utterances
measures to detec words, a sigmoid as a e Trai 103.001 (75 %
log-likelihoods difference (likelihoods ratio) beten the two _;:IST 27 ’382 (20 0/0)
hypotheses. Specifically, being_. the command model ’ (20 %)
cmd Development 6,854 (5 %)
likelihood (defined by decoder) an®,,, , the PLM model
likelihood, we define a confidence measure as: To perform confidence measure tests and train ifhex f
1 P model, 25,069 phrase utterances with SNR highetBl&ere
CMgoy = = ——emd 1)
oov 1+ e’(")QF’cmd"OgPPLM) P g + PPLM used.

Applying a threshold to this confidence measuredach  C. Training

command, allows to accept or to reject the decoekarits. The model training was carried out using HTK tofdl6].

There are three sets of models: 254 whole-word fepd®
B. Filler Model mono-phone models and 872 tri-phone models. Eaatemo
et was trained separately. For the present stuslyused
hole-word models with 8 mixtures, mono-phone msdel
with 16 mixtures and tri-phone models with 8 missir All
these models have left-to-right topologies and Equanber
of states (3 emitting states per phone).

To compute confidence measures for accepted conmsnan
we used another model - a filler model - to makeeav
likelihood comparison. The filler model is trainedth all
database utterances, commands and phrases, in torder
represent a generic speech segment. If the comarahdller
likelihoods are almost the same, then there is & lo
confidence on the result. On the contrary, if ttkelihoods D. Testing
are very different, the confidence on the recognitresult
should be high. After several tests it was fourat th good
confidence measure should use @$dyoy as follows:

The performance of each model set is shown in the
following Table.

\ Table Il
g% CM ;
CM,,, = e oov (2) Command model's performance
—( 10 —lo
1+ 090 R Whole-word 96.61 %
where P. is the filler model likelihood. Mono-phone 91.41 %
The evaluation of these two confidence measurgivés in Tri-phone 97.03 %
section IV. ) ) )
Theses results are archived using HTK test tooh wit
Il. SPEECHRECOGNITIONSYSTEM command utterance boundaries manually defined and a
simple command grammar. However, a more realiggt t
A. Overview should use our speech recognition system. In thie,cthe

o system performance decreases, as shows in Tapledause
Our system was developed to operate on-live in anhe full utterance is given to the recognition eegiletting the
embedded platform to perform command sequence&/AD detect command boundaries. Also, a differemhomnd

recognition in noisy environments. The vocabulaag 1254  grammar is used with background noise and silenceets,
Portuguese commands and the recognition systeasesdbon a5 described in Figure 2.

continuous density Hidden Markov Models (HMM). Each



Tri-phone models archived, globally, the best pentnce.

Whenever whole-word models have better performahae or
tri-phone models, those models were selected ®rsyistem ' I
dictionary, arising in a “mixed-model” set. Il —— insertion errors
0.16r “ \\ correct commands
Table Ill M
Models performance “
Whole-word 94.31 % 0.12- ;‘
Mono-phone 84.46 % J‘
Trip-phone 94.67 % J
Mixed-model 95.84 % 0.08t “
0.041 C
ob—" 1= : N L\ A |
40 50 60 70 80
10g(CMcemd

Fig. 2. Command grammar

Fig. 3. Estimated Pdf's for lo§M.ng for insertion errors
and for correct commands.

C. Results

With the mixed model set, which has 94 whole-word To evaluate confidence measures, it is common ¢otles

models and 160 tri-phone models, we archived aopmence

of 95.84 %.

IV. EXPERIMENTS ANDRESULTS

A. OOV Experiments

To test the performance of the confidence measutasge
number of well-recognized as well as misrecognizeslilts
are needed. For this purpose, we selected 25,0Gthake
phrases, in a total of 3,141 minutes, to use as @Karmples.
The VAD system accepted around 2,489 minutes oécdpe
42,532 misrecognized
corresponds roughly to 14 commands per minuteyénage.

resulting in

commands.

so called ROC (Receiver Operation Characteristityes
[11] or DET (Detection Error Trade-off) curves [12] DET

curve is a plot of false rejection error (type logr— FR) rate
against false acceptance error (type Il error — Fg, by
varying confidence measure threshold.

For the OOV case, the DET curve allows us to ddaterm
the optimum operation point from which we can sat a
optimum threshold value of the confidence measGMgo..
There are several ways to define an “optimum” of@na
point, such as “equal error rate” (point where Rferis equal
to FR rate), minimum distance to the DET planeiorfpint
and minimum sum of FA and FR rates [13]. We useldst
Thisone because it minimizes the total error given hy ®OV

detection system.

As expected, analysinQMooy for well- and misrecognized

commands, we found a clear difference between ttadires, 0.2r \

enabling OOV word detection.

B. Confidence Measures

0.18F \

0.16

0.14 \

From the 27,382 commands in the test database Ww&B9
misrecognized, which gives less than 5 misrecoghize
samples per command, in average. Many of theseseare
confusions between similar commands, so the likelh
comparison does not guarantee a reliable confidewzesure.
However, more serious errors are the 1,298 insertighich
were detected. In these cases it is possible tdikedtoods
to discard these errors or give a weak confideneasure to
them. Using CM.,g we note a clear separation between
insertions errors and well-recognized command$estrated

in Figure 3.
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Fig. 4. DET curve foCMgoy
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The optimum operation point corresponds to 8.22f%/0
rate and 6.51 % of FR rate. At this point @glooy threshold
is 0.2324. Any recognized command witE&looy below this
threshold is automatically rejected. Otherwisds iaccepted
andCM,q value is computed. Usim@Mgooy and the optimum
threshold, the system rejects 39,034 of the 42,53
misrecognized commands, decreasing FA error fromol4
around 1 command per minute. However, this impregm
implies to reject 6.51% of well-recognized commaimnisa
normal situation.

The DET curve for logtM.mg is presented in Figure 5. The
optimum operation point, using the same criterier8.24 %
of FA rate and 5.51 % of FR rate. The correspondin
threshold is 54.98. In order to present a normdlize
confidence measure to the speech recognizer apptisawe
convert this measure to a value between 0 and itg s
sigmoid function in such a way that the optimum npoi
corresponds to a 0.5 value. The application can thise
confidence measure, for example, to decide if ibusth
prompt the user or not with a confirmation. The aifxd
results show that 94.49 % of well-recognized conusathat
were not rejected by OOV detector have a confideradee
higher than 0.5.
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Fig. 5. DET curve for logtM.mg
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V. CONCLUSIONS

In this paper we propose a fast and efficient nebthm
detect out-of-vocabulary words and compute confiden
measures for a command-based speech recognitiversys
Two measures are defined, one for OMooy, and the
other to estimate a confidence on the recognizeshtands,

CM¢m¢ A good trade-off between false-acceptance versu

false-rejection rate is achieved for OOV. The retoer
provides a normalized value computed Withl.,q as a final
confidence measure for the accepted commands.
Confidence measures increases the system robudiness
also increases the system response time. Moreblelia
solutions are available but require more computatio
recourses. We propose a way to compute efficienfidence

measures (just two more log-likelihood computatjomnih a
small increase of the computational load, allowitige
operation of our embedded system in real time.
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