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Abstract – In this paper we propose a new compound image
segmentation algorithm, specially developed for a digital doc-
ument encoding scheme based on the Multidimensional Multi-
scale Parser (MMP) encoding algorithm. In order to increase
the MMP algorithm performance, a block based segmentation
defines a mask that divides the input image into two types of
blocks: text-like blocks and non-text, or smooth image-like
blocks. Different versions of the MMP algorithm are then ap-
plied on each image layer.
The segmentation algorithm presented in this paper is based

in two steps. The first step relies on morphological filtering
and image gradient analysis. In the second step, false text
blocks are eliminated using a morphological based algorithm.
Experimental results show that this algorithm is not only effi-
cient for our encoder, but also improves the segmentation ac-
curacy in relation to other methods proposed in the literature.

I. I NTRODUCTION

Automatic segmentation of compound images plays an im-
portant role in block classification-based compound image
encoding schemes. These methods divide the image into
different regions, that are independently compressed with
different encoding algorithms. Typical compound image
segmentation algorithms reported in literature [1]-[4], aim
to separate the text and background (smooth) components
of the image. In [1], a simple block-based segmentation
algorithm is presented, where texture modes are analysed
using block histograms. In [2], the gradient ranges in the
pixels of each block are used for classification. These are
fast methods, due to their block based nature, but exper-
imental tests revealed some inefficiencies. The algorithm
in [1] fails for documents with small text, grey (non-black)
text or noisy background images. The gradient based al-
gorithm performs better, but also fails when text gradient
is low, or when the smooth portions of the images present
high gradient. Practical tests reveal that these are common
on scanned documents.
There are also other algorithms proposed for text detec-

tion, that are not block-based. A morphological text seg-
mentation algorithm [4] presented generally better results
but still had some limitations. This was the case when very
small or very large text characters are used, or when very
short, isolated strings exist in the document. In [3], strings
of text are extracted by scanning and grouping connected
components. In this algorithm, there exist some limitations
in inter-characters gap, characters resolution, among others.
Another limitation of some of these methods is that they are
not able to detect white text in dark backgrounds.
In this research we intend to implement an automatic block

based segmentation algorithm, that is both generally ef-
ficient but also suited to create a segmentation mask for
compound document encoding method, based on the Mul-
tidimensional Multiscale Parser (MMP) algorithm [5], [6].
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MMP is a block-based encoder. In our encoding scheme
we use two MMP-based encoders: one optimised for text-
like block compression and other for compressing smooth
blocks [7].
Typical segmentation algorithms [1], [2] strongly depend

on the image’s features. When the quality of the documents
is poor, the resulting mask has a very high error rate. Other
existing methods are designed mainly for Optical Character
Recognition (OCR) and are not efficient for MMP usage.
A study of the MMP encoder’s features revealed that the
segmentation process should be able to detect text blocks,
even for noticeable background noise. Also it is important
to detect graphics regions as text blocks, that will be pro-
cessed by an MMP encoder specifically design for blocks
with high pixel variations. A study of some previously pro-
posed methods revealed some inefficiencies in both these
requisites, which led us to the investigation of a new, more
efficient method.
The proposed segmentation algorithm uses a first stage,

based on morphological filters for image enhancement and
block gradient analysis of the enhanced document. In a sec-
ond stage, some inadequate classifications as text blocks are
corrected by using an algorithm that determines if isolated
groups of blocks detected as text are actually text.
Section II presents a description of the proposed two-stage

segmentation algorithm. Section III discusses some experi-
mental results, where the efficiency of this segmentation is
shown. Finally, section IV presents some conclusions about
this work.

II. SEGMENTATION ALGORITHM

This section presents a description of the two-stage seg-
mentation algorithm, represented in the flowchart of Figure
1. The first stage corresponds to a set block-based steps
and the second stage is a segmentation refinement step that
is not block based.

A. First stage of segmentation

Two morphological filters are first applied to the gray-
level global image, in order to enhance it for segmenta-
tion. These filters are denominatedbothatandtophatfilters
and they are based on dilation and erosion operators [8]. A
closed image is obtained when a dilation is followed by an
image erosion, using a common structuring element (in our
case, square of7× 7 pixels was used). An opened image is
the result of an image erosion followed by a dilation, using
the same structuring element for both operations. Abothat
filtering corresponds to a subtraction of the original image
from a morphologically closed version of the image. This
filter is used to remove a bright background from a dark
foreground. In case of text, background is well removed if
it is clearer than text. Images areas that have smooth vari-
ations of pixels do not have foreground, so they are suc-
cessfully removed. Image areas with white text over a dark
background are successfully identified by using atophatfil-
ter. Tophatfiltering is a subtraction of a morphologically
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Figure 1 - Segmentation algorithm flowchart.

opened image from the original image.
Our segmentation algorithm applies both morphological

filters separately, in order to allow detection of text regions
with different colours.The gradient of each image block is
then used for block classification. The gradient of a func-
tion of two variables,F (x, y) is defined as

∇F =
Fx

∂x
î +

Fy

∂y
ĵ. (1)

This stage of the algorithm is an adaptation of [2]. It di-
vides the resulting gradient matrix into three levels of gra-
dient pixels, defined by a threshold: low, medium and high
gradient pixels. A text block is characterised by high gradi-
ent pixels between letters and background transitions, and
low gradient pixels inside letter symbols or in background.
An image block has mainly low gradient pixels or medium
gradient pixels due to its smooth behaviour. These features
must happen in horizontal and vertical gradient directions,
on both text and image blocks. In order to satisfy these con-
ditions the vertical and horizontal gradients are calculated
in the full image, and low, medium and high gradient pixels
are counted in each block for both gradient directions.
The classification algorithm for each calculated gradient is

related to the flowchart presented in Figure 2, whereTh1
is 60% and Th2 is 1%. Detection of hybrid and smooth
blocks, used in the original algorithm, was ignored since
is not important for our approach. The levels threshold we
set so that low gradients have values lower than10 while
high gradients have a threshold equal to35, considering a
grayscale document with8 bits resolution. This high gradi-
ent threshold was set to a small value in order to success-
fully detect text regions with poor sharpness.
The algorithm performs better for large block sizes, that

provide more accurate gradient values. Nevertheless in-
creasing the block size makes it more probable for a block
to contain both text and image, compromising the coding

Figure 2 - Flowchart of gradient based algorithm.

efficiency. A block size of16 × 16 pixels was chosen as a
compromise between better segmentation and coding effi-
ciency for documents with small characters.
The two masks that resulted from the use of the horizon-

tal and vertical gradients are then combined using a logical
AND operator. Since a text block corresponds to a 1 in the
mask and an image block corresponds to a 0, this means that
a block is considered text only if the corresponding block
on both calculated masks is a text block.
Since this gradient algorithm is used for bothbothatand

tophat filters, two masks are created using the previously
described method. These two different masks are again
combined into a new mask using a logic OR operation. This
means that a block will be classified as text if it is marked
as text in any of the previous masks. Since MMP may use
both8×8 and16×16 blocks, our segmentation should orig-
inate a8× 8 block mask. In order to pass from a16× 16 to
a 8 × 8 mask an efficient algorithm was investigated. The
horizontal and vertical gradient of the original document are
calculated, and for each8×8 block it is verified if exists any
high gradient pixel. A8 × 8 block is considered as text if
both horizontal and vertical gradients of the original image
in that block have, at least, one high gradient pixel. Using
this procedure all text regions are detected, but some other
zones with high pixels’ variation are also classified as text.
We perform a logic AND operation between16 × 16 mask
and the calculated8 × 8 pixel blocks mask. This means
that any original16×16 image block originates four image
blocks in a new8 × 8 mask, because of the AND opera-
tion. One16×16 text block may originate from one to four
text blocks in the new8 × 8 mask, depending on previous
calculated8 × 8 mask.

B. Second stage of segmentation

The first stage of the algorithm is composed by a set of low
complexity steps, that achieve reasonable segmentation re-
sults. Nevertheless, for some smooth image regions with
high pixel variations we still obtain blocks classified as text
blocks. In order to overcome this situation we have devel-
oped a refinement procedure, that is described in this sub-
section.
The used procedure is based on the algorithm presented

in [3], that is used to detect connected components in an
image. Our algorithm works in a similar fashion, but the
objective is to detect and delete false text block candidates.
Analysing the8 × 8 block mask, that results from the first
stage of the algorithm, misclassified text blocks are still no-
ticeable. These blocks appear mainly isolated or in small



groups. In order to identify these blocks, we first analyse
the mask from first stage. Then we detect groups of 4-
connected text blocks, with less thanTtext blocks (in our
caseTtext = 300). A region is considered as being4-
connectedif all of its elements are connected either to an
horizontal or a vertical neighbour.
Each 4-connected group of blocks is then surrounded by

a rectangular box, thus defining a region denominatedRn,
with n = 1, . . . , Number regions. The following steps
describe the algorithm used for correcting misclassified
blocks. This method is based mainly in the morphology
of each regionRn.
For each rectangular region of the original image,In, cor-

responding to the blocks defined by eachRn:

1. DetermineIB
n , a binarised version ofIn, using a

thresholdTB . The value of the threshold is adaptively
determined for each block using Otsu’s method [9];

2. InvertIB
n if the number of white pixels is larger than

the number of black pixels. This step assures that
the final region has black background and white fore-
ground, with the background being the dominant re-
gion of IB

n ;
3. Using an 8-connected criterium, determine each inde-

pendent group of white pixels inIB
n . A region is con-

sidered as being8-connectedif all of its elements are
connected toanyof their neighbours. LetDm be each
of the groups identified in this step;

4. Circumscribe eachDm object with a rectangular box,
in order to define a new regionDr

m. Note thatDr
m will

thus have black and white pixels;
5. Discard allDr

m objects with less than 5 pixels;
6. LetTB be the actual number of text blocks inRn and

TD be the number ofDr
m objects inRn. If any of the

conditions:
(a) TB < 25 andTD ≥ 1;
(b) 25 ≥ TB < 100 andTD ≥ 2;
(c) TB ≥ 100 andTD ≥ 5;

is true, go to step 7, else classifyRn as image and
return;

7. Apply a refinement procedure toRn (explained next)
and confirmRn as a text region or classify it as an
image area.

The refinement used in step 7 is very important to the over-
all performance of the method. It is based on a set of tests
that classifyRn as image if:

1. Rn only has one small object (Dm has less than 50
pixels);

2. Rn has several (more than 5) objectsDm with one of
them having more than 50% of the total area ofRn and
being composed by more than 30% of white pixels;

3. Rn has less than 6 objects and more than 30% of its
border pixels are white;

4. Rn has more than 5 objects but all of them touch at
least three margins ofRn;

5. more than one third of the total number of objects cor-
respond to isolated white pixels;

6. more than one third of the total number of objects cor-
respond to isolated black pixels;

Step 1 classifies as image, regions with only one small ob-
ject. Step 2 identify large objects, that ordinarily would
not be text regions, but may correspond to tables or other
graphic areas if only a few white pixels are present. Ex-

Figure 3 - Test images scan0009bottom (left) and PP1209 (right).

perimental observations revealed that image objects tend to
cluster around the margins ofRn, specially in small areas.
On the other hand, text objects are rarely connected to three
or more of the margins ofRn. These observations led to the
implementation of steps 3 and 4 of the refinement proce-
dure. Steps 5 and 6 eliminate regions that were previously
considered as text due to a high number of isolated white
or black pixels. If all of these conditions do not occur, the
region continues to be classified as text. All used thresh-
old values were based in experimental tests with a different
number of compound, natural and text images.
The final segmentation mask uses8 × 8 blocks. Since

MMP works primarily with16×16 blocks, we have imple-
mented an additional step to convert8×8 blocks to16×16
blocks. If a square group of four8 × 8 blocks has two or
more text regions, the corresponding16 × 16 block is con-
sidered as a text block. If only one of the four8×8 blocks is
a text block, but it is connected to other(s) in its neighbour-
hood, the corresponding16 × 16 block is also considered
as a text block. Else, the16 × 16 is classified as an image
block.

III. E XPERIMENTAL RESULTS

In this section, we present the experimental results for
the proposed segmentation method. The results for two
compound images (represented in Figure 3) are presented.
Both images were scanned from a paper version: image
PP1209was scanned from page 1209 of theIEEE Trans.
on Image Proc., vol. 9, no. 7, Jul. 2000, and im-
agescan0009bottomwas scanned from page 1801 of the
IEEE Trans. on Image Proc., vol. 10, no. 12, Dec. 2001.
These and other used test images are available for download
atwww.estg.ipleiria.pt/∼nuno/MMP.
Figure 4 shows the segmentation results for image

scan0009bottom, comparing the output of first stage with
the final segmentation, for8×8 blocks. These results show
that the first stage of our algorithm detects all text zones, but
some image areas are misclassified as text. After the sec-
ond stage, the block classification is improved, due to the
previously described refinement procedure. Note that this
particular image is not very simple to segment, since many
image areas have higher gradient than the text zones. This
is the reason for the misclassifications resulting from the al-
gorithm proposed in [2], that may be observed in Figure 4
(right). Nevertheless, the proposed algorithm achieved very
good segmentation accuracy.
In Figure 5 we show the results for image PP1209. This

test image has been traditionally used in MMP tests [5]-[7]
and is characterised by a severe noise level in the back-
ground region. This is the case for many images resulting



Figure 4 - Segmentation results for image scan0009bottom: (left) stage one of the proposed algorithm; (center) stage two of the proposed algorithm;
(right) result of [2]. In these images, white squares represent text blocks while black squares represent image areas.

Figure 5 - Segmentation of image PP1209 using the proposed algorithm
(top) and the method in [1] (bottom).

from document scanning. For these images, the histogram’s
modes based algorithm [1] has shown severe classification
errors. This is not the case for the proposed method.
Note that the graphic area of the image has been classified

as text blocks, due to the text-like features of the histogram
and gradient of this area. In order to determine if in fact
these were text blocks in stead of graphics, one could apply
an OCR algorithm to detect text characters. Nevertheless,
for our purpose it is better to classify this region as text
blocks. The presence of high gradient pixels and the ab-
sence of a structure that is adequate to the use of predictive
techniques mean that better results will be achieved by the
MMP encoder optimised for text regions.

IV. CONCLUSION

In this paper we propose a new efficient segmentation al-
gorithm for compound images. The proposed method com-

bines the ideas of morphological-based and gradient-based
classification schemes. The new method circumvents the
typical errors observed in these algorithms and produces
good segmentation results even for noisy images. Also, a
new refinement procedure was introduced in order to elimi-
nate some classification errors associated with text regions.
Experimental results show that the proposed method pro-

duces efficient segmentation masks to be used in a multi-
scale recurrent pattern segmentation-based compound im-
age encoder.
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