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Abstract — This paper addresses the problem of automatic
detection and classification of road pavement surface cracks by
the analysis of images acquired during road pavement surface
surveys. In particular, pre-processing techniques and their
combination are discussed and evaluated. Local statistics, as the
mean and standard deviation of pixel intensities, computed for
non-overlapping image regions, are considered. The various pre-
processing techniques are combined in different orders, to
evaluate their impact in adequately modelling the feature space
and thus leading to the best distress detection results. A set of
well-know metrics is used for the evaluation, to conclude about
the best pre-processing order.

I. INTRODUCTION

Cracks are the most common road pavement surface

defects, requiring an adequate rehabilitation memmesnt
policy. The search for an automated surface defetction
system is an active research topic, aiming to redine
subjectivity of human operators during the traditibvisual
inspection methodologies and contributing to dewedosafer
and less labor intensive procedure.

Digital images are typically the most important is@u of
information for qualitative and quantitative cradkstress
evaluation. Neural networks, Markov random field@sige
detectors and morphological operators have beesidened
for the development of automatic crack distresed@in
systems [1] [2].

This paper considers a new approach for road paweme

surface defects analysis, combining image procgsaind
pattern recognition techniques. Here, the procgssinnon-
overlapping image regions based on local statigtiesan and
standard deviation of block pixel intensities) &ed for the
pre-processing of images before feature space rcotish.
Features are then processed by a pattern class#ieling
image regions as either containing crack pixelsat This
pattern classifier is supervised, consisting ahtrey and test
stages.

This paper is organized as follows: in section fe t
proposed pre-processing strategies, as well ascthek
detection classifier, are described. Section lllesents
experimental results and section IV draws some losions
and presents some hints for future work.

[I. IMPLEMENTATION DETAILS

The proposed road pavement surface crack detexygiam
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processes images at a region level instead of askd.
Images are divided into non-overlapping regions7/bk75
pixels, as this was empirically found to providgaod ratio
between computational complexity and accuracy.

For each region, two features are computed: thenraed
the standard deviation of the gray level valueghihpresent
work, an image database containing 56 gray levages with
size 2048x1536 pixels, acquired by a digital canwéth its
optical axis perpendicular to the pavement surfazes
considered. The database is split into two distigets:
Training Set Images (TIS) and Testing Set ImageR K,
using the methodology proposed in [3]. Two sampiages
containing cracks are shown in Figure 1, the lei¢ deing
used for training, while the right image belongsite test set.

Fig. 1. Sample database images (training imagbeieft
and testing image on the right side figure), shgvire
subdivision into distinct blocks.

The system architecture of the proposed superisack
detection and classification system is represeint&igure 2.
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Fig. 2. Proposed system architecture.



In the following,
pre-processing module, intensity normalization
saturation, are described and their combinatiatisisussed.

A. Region intensity normalization

To improve the classification results, it is im@ot to
ensure that the input data is adequately normaligedhat
image acquisition imperfections and the variabilityerent to
this type of images, such as variations in roadfaser
materials reflectance, have a minimal impact in
classification results [2].

One step in this direction, is computing a refeeegcay

the two main components of the Both graphs in Figure 3 reveal that the relevantelo
andaverage pixel intensities for regions likely to tan crack

pixels are maintained.
B. Region intensity saturation

Another important component of the pre-processingule
exploits specific knowledge about the charactesstof
cracks, which are expected to correspond to darkege
areas. As such, any pixel within a block with aueahbove

thethe computedglv for each image can be set to the value of

rglv, as illustrated in Figure 4. This allows simplifgi the
input images, reducing noise and thus the globaaree of

level value fglv) for all regions in each image, taken as thegray level values in non crack regions, withoutsiog any

mean value of all gray levels in the available oegi Image
normalization is performed at the region level,uzimg that
all regions in each image present the same meanigval
value.

For each image a matrix with the average pixelnisity
values within regions is computed (mean matrix)thwits
dimensionsnl,, andnc,, given by:

nl, n
nl,, = fixl —= | and ng,, = fix Cing |,
75 75

wherenling andncng stand for the number of image lines
and columns, respectively, and fix is an operatonding a
number towards zero.
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Fig. 4. Region intensity saturation function.

rglv

The effects of applying the saturation functiorréduce the
variance of non crack input regions is illustrated-igure 5,

As image regions containing cracks tend to presenpy displaying the values of standard deviation @fep

average pixel intensities lower than those not idrack
pixels, their normalization procedure is perfornaifterently.

This requires a preliminary identification of regg with

cracks according to the methodology described JnEach

mean matrix is scanned, vertically and horizontatity find

local minima in each column or line of the mean nrat
Regions likely to contain cracks should presentaye pixel
intensities lower than a given threshold, compu#dihg into

account the mean of average intensity values dicadror

horizontal neighbors and also the mean and thedaten
deviation of all average intensity values, along tbcan
direction (entire column or row), see equations 483 (4)

respectively in [3]. At this stage, a binary matisxcreated
where regions likely to contain crack pixels arbelad ‘1.

Figure 3 shows a region normalization example, imguhat

all regions without cracks present the same mean lgvel

(right side of figure) in opposition to the originemage (left

side of figure).
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Fig. 3. Region average intensity levels along ave of the
mean matrixomputed over the original (left) and
normalized (right) images.
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intensities within regionssf{d matrix). The two graphs show
how the std values along an image row is better suited to
identify crack regions after applying the satunatfanction.

In fact, higher amplitude differences betweengtibralues of
the two object classes are observed after integattyration.
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Fig. 5. Regions intensity standard deviation vafoes row
in the std matrix, computed for original (left) and
saturated (right) images.
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C. Combining normalization and saturation techniques

The procedures described in the previous secticmgs lme
applied over the entire image database in diffemdeers.
The normalization of region intensities can bedettd by
region intensity saturation, or vice-versa. In ortte better
show the effects of these two procedures, scattds @re
constructed for both cases, with the horizontal saxi
representing region average intensities, whilevdréical axis
corresponds to the standard deviation values.

Figures 6 shows the case where intensity normalizas
followed by the intensity saturation, and Figureepresents



the case where the opposite processing order isidemed.
Comparing the two scatter plots, it can be noteat, tin
Figure 6, the points representing the cracks regiorclass
seem to be adequately modeled by normal distribsitiovhile
in Figure 7 they tend to be aligned along stralgigs. The
points labeled by the human operatorr@gions with crack
pixelsseem to have a more disperse distribution in baties,
when compared to thegions without crack pixeldass.
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Fig. 6. Scatter plot representing regions for Tifages
(five images), considering intensity normalizatfoiowed

by intensity saturation operations.
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Fig. 7. Scatter plot representmg reglons for Tfﬁges

(five images), considering intensity saturatioridated by

intensity normalization operations.
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D. Feature extraction and normalization

For the proposed system, a two dimensional fespaee is
constructed based on two simple features: the nseah
standard deviation of pixels intensities within leacon-
overlapping image region. Once features are auailab
another normalization step is carried out, to redhe feature
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Fig. 8. Scatter plot corresponding to the same dsea for
Figure 6, after applying the feature space norrattin.
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Fig. 9. Scatter plot corresponding to the same dsea for
Figure 7, after applying the feature space norrattin.

E. Crack region detection

To classify each region as containing crack pixglsot,
the available measurements (mean and standardtidavid
gray levels values within a region) for each image used to
compose a pattern vector, representing a sample of the
random variableX, taking values on a sample spateFor
each elemen; of the pattern vectot one possible clasg is
assigned, wher¥ is the class set. Thus, the training set is:

T={0, 1) (%, y,): x 002y, D{c.c.l}, (@

wheren is the number of points for the pattern vectoy, is
assumed to be a hidden variable. Only two classesised:
regions with crack pixelgc;) and regions without crack
pixels(cy,).

A classification of unlabeled image regions intoe th
considered classes can be made according with Bayes

representation scattering among database imageih wh theorem, using a uniform cost function. The decisiale [4]

would negatively influence the classification résuFor each
database image, the centroid of its two dimensideature
space is calculated (median values of coordinatesga
horizontal and vertical axis). Then, a global ceidtris
computed (mean value of all image centroid cootdsla
and, for each individual image, the two dimensiciealture
space points are translated so that the respectéwéroid
coincides with the global centroid. An example ehtire
space representation after this normalization sagplied
over the same data used to create Figures 6 aadifown in
Figures 8 and 9, respectively, where the horizowtek
represents the average region intensity valueghandertical
axis corresponds to standard deviation values.

is symbolically represented by:
Cl

p(X 3% :Cl)P(yi :Cl)z p(X 3% :C2)P(yi :Cz)

(3)

where the class priors yg€c,) for ke{1,2}, are calculated
according with:

#measuremeslabelednto class,
totalnumberf measuremenfor all classes

p(y =¢J)= (4)

Since a general covariance matrix was adopted, the

boundary decision is quadratic. The decision borieda



obtained with the TIS using the two different condtions of
the pre-processing modules are shown in FigurefdiOthe
feature spaces presented in Figures 8 and 9.
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Fig. 10. Boundary decisions computed using thaufeat
spaces show in Figure 8 (left) and Figure 9 (rigintthe
second case, 10 points (five on each sidegion without

crack pixelsclass) were added for computational stability.

Ill. PERFORMANCEEVALUATION

The performance of the

surface images, acquired along a Portuguese ra@atioPthe

implemented pre-processing
strategies has been evaluated on a set of realmgmie

procedures produces betfe€ values, but since for this type
of application the detection of regions with cradksmore
important, the first approach leads to better tesiNotably,
recall (96.75% vs. 93.96%) is more important thagcision
for this type of application. Both pre-processinglarings
produce better results than the usage of unprogessges,
showing their utmost relevance in terms of detectiegions
with crack pixels.

Table Il
Evaluation metrics

Procedures | Recall (%) | Precision (%) PC (%)

Norm + 96.75 87.30 91.45
Saturation
Saturation +| - g3 g¢ 90.70 91.95

Norm
Original 82.25 91.90 86.12

IV. CONCLUSIONS AND FUTURE WOK

This paper discusses the components of the pregsowm
module of a road crack detection system, and tfferdit

algorithmic development was supported by the PRtool ways to combine them. The proposal consisting giore

toolbox [5].

Intraclass and interclass distances [6] are shoWaiple 1
for the distribution of region values observed
considered TIS (five images from the entire imag&base).

ihe t

intensity normalization followed by intensity saition
enhance the detection of regions with crack pixefgwing
good recall values, without loosing significantlyh che
overall system performance due to a better clgsarability.

Future developments may consider a reject-optichaathe
usage of a non uniform loss function, since falssitive
detections often have less impact on this typepplieation.
Also, the search for other features with betteericiass and
intraclass distance properties, eventually usingtute
analysis will be addressed.

Table |
Intraclass and interclass distances.
Intraclass
Intraclass
Procedures (crack regions), (no prack Interclass
regions)
Norm + 87.18 8.65 402.44
Saturation
Saturation + 90.21 7.95 366.52
Norm
Original 147.90 145.00 395.80

Classes’ separability could be evaluated by thedfass to
interclass ratio. According to the values listedlable |, the
first pre-processing approach presents the Imestcrack

regions intraclass to interclass distances ratio2(0b against

(1]

(2]

0.0217 obtained by the second processing approach),

revealing that a better class separability is adde As for

(3]

the crack regions intraclass to interclass distances ratio, a

better value is again achieved for the first apphoshowing a
better clustering of crack regions points (rati6D@17 and
0.246 for the first and second approaches, resgti The

(4]

no crackratios are better than those of unprocessed images

(0.366). This same tendency can be observed cfack
regions ratios (0.374), showing that region
normalization and saturation procedures leads
improvements over the original feature space, whth two
classes becoming more separable

Table Il lists precision, recall and performancéecion
(PC) metrics [7] for the detection of regions with cka
pixels.

According to the values of Table II, the secondussge of

intensity [5]

to

(6]

(7]
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