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Abstract — Deployment of sensor nodes is one of the key issues
in wireless sensor networking. This issue is related with the fact
that usually the number of sensor does not allow an individual
deployment and, usually in these situations, sensors are
randomly spread. Here we present a new method to evaluate the
network sensing coverage, identifying those areas where more
sensor nodes are needed. This method uses the sensed data
variability to estimate a variability coverage index.

I. INTRODUCTION

A sensor network is a collection of sensor nodeswaized in

a cooperative way. In a sensor network, each ncake h

sensing, computation and communication capabilities
each sensor node is capable of sense its surr@sigirocess
this data and communicate with other nodes forméng
collaborative system capable of undertaking spedgisks.
These inexpensive, low-power communication devizesbe
deployed throughout a physical space, providingsden
sensing, quite close to physical phenomena [1].r8tee
several different applications where sensor netware used
such as environment monitoring [2], military suflaice or
enemy tracking [3], health [4], education [5] anthey
commercial applications.

Depending on the number of sensor to be deployed, i
usually not possible to define each node positiady @ many
situations, sensors are randomly deployed [6]. heseé
situations, one of the fundamental issues in alegsesensor
network is the sensor nodes’ deployment and corseglyu
the coverage problem [7]. Some sensor nodes casep®s
locomotion capabilities forming what can be caliedobile
sensor network. Nodes’ mobility provides better erage of
the environment, improved response to changes atidea
information gathering capabilities. Another advaetaf this
mobility is the ability to self-deploymente., starting from
some initial spatial arrangement the nodes in #gtevork can
spatially adapt themselves such that the sensed B&re
maximized [8].

Several coverage methods have been presented lasthe
years, from distributed algorithms to some othersably
inspired in facility location. However, to the best our
knowledge, there are few methods, which we willlgzein
more detail, that take into account the senseddatability.

Full coverage of a monitored area is a very impurta
feature in a WSN, being usually associated withdéection
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of discrete phenomena,g.tracking people, vehicles, etc. In
the case of continuous phenomena, such as tempenatien
can one consider to have a full coverage? If thaitoed
phenomenon is continuous, we should possess amiténfi
number of nodes to fully cover the area. Physic#tlgt is not
possible, and the solution to cover this type cgrgimena is
to place nodes according to its variability. Asaaralogy, we
can think in the work of cartographers that buitd snaps.
Several soil samples are collected from the field e final
map results from interpolating each sample datais&@e
nodes can act as sample suppliers, with the beiéfit
providing streams of data in temporal and spatiakdsions.

The goal of the paper is to present a new methggdio
evaluate, in a decentralized way, the network sensi
coverage, identifying those areas where a highenbeun of
sensor nodes are needed. Based on the coveragachf e
sensor and on the sensed data variability, a neiabitty
coverage index is calculated. In this calculationaatificial
neural network is used, the self--organizing mapoON!).
This type of neural network is specialized in deltastering
and visualization. In the particular case, we usEMSto
process the sensed data and calculate the propodex.
Using this index, sensor nodes deployment may kestad
(manually or automatically depending on the semstwork
mobility) providing a better spatial and data vhility
coverage.

This paper is organized as follows. In section Zonesent
the related work review along with a survey on -self
organizing maps and sensor networks. In sectiorhe t
proposed method is presented, with some simulatiahtests
presented in section 4. Finally, section 5 is dedato the
discussion of the main results obtained in thieaesh work,
followed by the appropriate conclusions.

Il. COVERAGE OF SENSOR NETWORKS

One of the fundamental issues in sensor networkbes
deployment, which will affect how well a sensorwetk is
monitoring the environment. This is also called g@msing
coverage of a network, which can be defined astka that
is being sensed by a group of nodes. Ideally, theercarea
should be equal to the study area (except the dbs)a
without holes. One of the first coverage definisomas the
measure of quality of service of a sensor netwsik Qther
authors define coverage, in a probabilistic view, the
probability that any target point is covered by thedes
detection range [9].



A. General Approach to WSN Deployment

To define which areas are insufficiently covered [7

proposes a method based on the cover of the perimét
each sensor’s sensing range. While each sensangteriis
sufficiently covered, the whole area is sufficigntiovered.
Several authors have proposed different sensor onletw
covering methodologies in the past few years [6,08,
Howard et al. [10] uses a potential-field-basedragph to
spread sensor nodes throughout the environmenihioh
nodes are treated as virtual particles, subjeuirtoal forces.
These virtual forces will motivate the nodes to idvother
nodes and obstacles, achieving an equilibrium sifter a
period of time. Lam et al. [8] use a regular metgidd
(isogrid) to deploy the sensor network. Using dosicept of
isogrid the algorithm attempts to reposition theleson the
grid vertex. This method seems to succeed in maintathe
network connectivity and topology, even in the pres of
obstacles. Chellappan et al. [6] proposes a minifoost
maximum-flow approach using a graph to model thablam.
This graph is constructed using the nodes positimues)
and possible paths (edges). Each node determipssition
and region and sends this information to a cenwde. From
this point, a central node processes the informaaod

proposes an optimized movement plan which is sewt a

followed by all nodes.
B. SOM Approach to WSN Deployment

Teuvo Kohonen proposed the self-organizing mapsMBs0
in the beginning of the 1980s [11] as a resultisfwork on
associative memory and vector quantization. On&OMs
main objectives is to “extract and show” the edsént
structures in a dataset, through a map resultiogn fan
unsupervised learning process. The SOM is normealdd as
a tool for mapping high-dimensional data into otvep, or
three-dimensional feature maps. The basic ideaSOM is
to map the data patterns onto an n-dimensional gfid
neurons or units. This mapping tries to presengltmical
relations, i.e., patterns that are close in thetigpace will be
mapped to units that are close in the output spee,vice-
versa. The output of the SOM will be a set of nesrwith
weights. One way to visualize the distances betwegts is
the use of the U-Matrices [12]. U-Matrices weregorally
proposed by Ultsch [12] and they are computed firfig the
distances, in the input space, between neighbairitg in the
output space. These distances are represented aigiotpr
scheme.

The SOM algorithm has been used in several sensor

networks applications. Some authors use variantseoSOM
to create clusters of sensed data and obtain aowipal

SOM where similar data is closer [13]. Other aushoresent
a SOM variant to perform a dynamic power manageraedt
thus saving energy [14]. SOM has also been usethen
context of sensor networks deployment [15].
application the authors used the SOM as a tooldéorsity
discovery, placing the sensors in a way that mnésithe
distance to all events detected. Some limitatianshés work

In this

refer to its use before the sensor network is deglaefining
each node best position. To predict the spatigkpathere is
also a need to known in detail the phenomena toitoron
Finally this implementation uses a centralized atgm to

perform this operation.

[ll. COVERAGE VARIABILITY (KV) INDEX

The deployment problem is seen as a coverage pnoble
Thus, most of the methods algorithms try to cover study
area, with minimum overlaps. However, this is opbssible
to achieve if a necessary number of nodes existthd case
of insufficient nodes to cover the whole area, baldl exist.

In our case, we also try to cover the largest gessible,
however if the number of nodes is insufficient, p@pose
the use of an index to maximize the deploymentoafas.

In this paper we proposed a new method, using StOM,
create a coverage variability indek), for each sensor node.
This index will evaluate the sensed data varighititthe area
covered by the sensor network. Hence, higher vdhrethis
index represent areas where the number of senstgsnig
insufficient to cover the data variability. Fromgtindividual
node index, it is also possible to calculate glolziability
coverage. The goal is to achieve a map where waeptehe
coverage variability index distribution across temsed area.

Let a sensor networ® consisting of n nodes &= {N’,,
N’1, ... N} Each, nodeN’; has a position defined byandy;
and has the capability of capturing daiy from the
environment. Moreover, each node also has a conuatimn
range which intersects other nodes, being thishieidhood
defined byVi= {N'g, N3, ... N} consisting ofm neighbor
nodes. Using each node communication capabilities,
messages with the sensed data are exchanged across
neighbors. Taking advantage of processing capasilita
SOM is trained based on previous data. One dimers@M
is used, and the coverage variabilitew)( index could be
calculated using the neurons weights. Thuskthadex is the
average of the difference between neuron weights:

S I Ul 1)
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Wherej is the number of neurons used in the SOM and
is the neuron weight. From the analysis of ttk index, we
can infer about the coverage on data variabilityttoa area
defined between the sensor node and its neighboys each
node kv index we calculate a map with global coverage
information, for the area of interest, as:

k - Zij=1 kv'
j

)

Where gky,, is the global coverage calculated for each
point x, y, inside the area of interest, apé the number of
nodes with the point, yinside its sense range.

To better explain the proposed method let us cengite
following example. Fig. 1 shows an area with foodes §
to s). The solid isolines represent the phenomena to be
monitored, temperature in this case. These linssltrérom

X,y



the union of all the points where the temperatsregual. The
dash line represents tlse communication range; therefose
exchanges messages watrands;.

3
So

Fig. 1 — Sensor nodes in the area of interest.

Using the temperature data from its neighbors ¢aB6°C
and 15°C) and its own value (aprox. 35°§)will train a

SOM. A 3x1 SOM was used and the correspondent UWibmat

is represented in Fig. 2. The arrows point to thigsywhile
the hexagon between them represents their reldtstance.
Also in Fig. 2, we present the neurons’ weights.

(which was also generated for this purpose).

Sensors randomly displayed over this area are shown
Fig. 4 along with their communication connectivity. is
assumed that the communication range is homogeoouad
the nodes. We also assume that for all the neighlmmdes
closer than a communication threshold, it is pdssito
exchange messages in both ways.
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Fig. 4 — Simulation; a) nodes generated (100)rianaom
position along with the temperature in the aremigfrest
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(100x100 units); b) nodes and their connectivity.

Fig. 5 shows thé&v index calculated for each sensor node

and the global variability coverage.
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Fig. 2 — SOM outputs for s1; a) Neurons weights/bpatrix

Using the SOM neurons weights, we calculate, farhea
node, thekv index which is shown in Table | (in this example,
we assume tha ands; have the same neighbor’s range than

s;, producing the samer index)

Table |
Sensor nodeKv indexes
Node Kv index
S1 1.33
S, 1.33
S3 1.33

Finally, from the set of calculatellv index it is also
possible to derive a global coverage for the adlaarFig. 3
depicts the global coverage index, given by theaye of the
kv index in each point (in each point only the index
belonging to the nodes that are in the communioati;nge
are used).

Fig. 3 — Global coverage index

IV. SIMULATIONS

To simulate the proposed method we have used Matlab

In this simulation a set of sensor nodes (100 nodes
randomly deployed over a certain area (100x100sumind
we continue to assume temperature as the varidititgenest
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Fig. 5 — Sensor nodes kv index; a) value of keinfbr each
node; b) global variability coverage and nodes’ @tivity.

It is worthwhile to note that the regions with hégtkv
(darker areas) are those with a low number of naes
mostly, those where the communication between settes
does not exist (Fig. 5b).

In order to evaluate how the proposed method retacts
changes in the initial parameters we calculateidex for
the cases of increasing the number of sensors nadés
increasing the sensor communication range.

A. Changing the number of sensor nodes

In this test, the number of sensors is increaséuyus/o
different approaches. In the first one, we randaplayed
the new added nodes, while in the second apprdaadet
nodes were added to the neighborhood of the nodés w
higher kv index. Fig. 6 shows the mean global variability
coverage along with the increase in the number arfes.
From Fig. 6 we can conclude that adding more sensdes
produce similar results independent of the approtéh can
also see that an increase in the number of semsods to
produce a higher mean global variability indexhaligh the
opposite was expected. This could be explainedhbyfact
that increasing the number of sensor nodes wikaéfurther
holes. This holes detection will result in an ir&se on thév



index, since new uncovered data is added to thim&son.
B. Changing the sensor nodes communication range

In this second test, we calculate the mean gloaiahbility
coverage increasing the sensor node communicatinger
From Fig. 7 we can conclude that, generally, addimge
sensor nodes will produce a decrease in the mealalgl
variability coverage index. This is an expectedultesince
the increase of the communication range will insesghe
number of neighbors exchanging messages. Usingjtzehi
number of temperature readings to calculatekthiedex will
tend to produce lower values, until a certain thots. In this
case, for a communication range of 40 meters thenrgbal
coverage value will boost.
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Fig. 6 — Mean global
variability coverage changing
the number of sensor nodes.

V. CONCLUSION

In this paper we have presented a new method toatea
the variability on the sensed data, identifying sthcareas

(4]

(3]

(6]

(7]

(8]

(9]

(10]

where a higher number of sensor nodes are needed.

Simulation tests have shown that the calculateé@xnbas
higher values for less covered areas and for ambase the
connectivity between nodes is limited. For changeshe
number of nodes and in the communication range|tseare
biased by the existence of holes in the area.

As future work we propose to adapt the method shah
only clusterhead nodes have to process SOM. Thianis
important change, since computation and energyurees
are very limited. Also as future work, we will ingwhent the
possibility of moving nodes towards the zones wither
coverage variability index.
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